Human cortical oscillations: a neuromagnetic view through the skull

Riitta Hari and Riitta Salmelin

The mammalian cerebral cortex generates a variety of rhythmic oscillations, detectable directly from the cortex or the scalp. Recent non-invasive recordings from intact humans, by means of neuromagnetometers with large sensor arrays, have shown that several regions of the healthy human cortex have their own intrinsic rhythms, typically 8–40 Hz in frequency, with modality- and frequency-specific reactivity. The conventional hypotheses about the functional significance of brain rhythms extend from ephiphenomena to perceptual binding and object segmentation. Recent data indicate that some cortical rhythms can be related to periodic activity of peripheral sensor and effector organs.
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The best known electric oscillations of the human brain are the alpha rhythm, detected with EEG over the posterior parts of the brain8,9, and the mu rhythm, recorded over the rolandic regions10–12. Both rhythms are seen clearly in MEG recordings (see Fig. 1) and display modality-specific reactivity: the posterior rhythm is dampened by opening the eyes, and the rolandic rhythm is dampened by limb movements and tactile stimulation. A third modality-specific MEG rhythm, the ‘tau’, has been recorded from the supratemporal auditory cortex. It increases during drowsiness and is occasionally dampened by sounds13,14.

Source modelling

The invasive microelectrode recordings have the advantage that the neuronal structure generating the signals can be identified easily. By contrast, MEG (and EEG) sensors pick up signals from extensive brain regions, which might be even several centimetres away from the sensor. Therefore the sites of active neuronal populations have to be deduced from the measured signal distribution. Although this ‘inverse problem’ does not have a unique solution in the general case15–17, modelling the generators of MEG signals as current dipoles allows identification of the most probable source areas. A current dipole describes a local active cortical area well, and can also be used to represent the centre of gravity of an extended active brain region. For elicited responses, sources are typically modelled during peaks of the responses to benefit from the best signal-to-noise ratio. Owing to the spatial complexity and temporal overlap of active cortical areas, magnetic field patterns of brain rhythms might be strictly dipolar only during 1–3% of typical analysis intervals, selected on the basis of visually identifiable oscillatory activity18–20.

Figure 1A (right) illustrates a source cluster for the posterior 10 Hz rhythm, obtained by determining the model parameters at 5–10 ms intervals over several tens of seconds; the cluster gives an estimate for the active brain region. In this figure, the sources have been projected to the surface of the brain for illustrative purposes, the current orientations, typically perpendicular to the course of cortical fissures, are not shown. Sources can also be defined readily in frequency domain21,22, although the approach is only selectively applicable for physiological studies of brain oscillations, which are not strictly periodic and typically occur in brief bursts. A recent review23 can be consulted for detailed description of the MEG data interpretation.

Sources and reactivity of the alpha rhythm

Sources of the posterior 10 Hz alpha rhythm concentrate predominantly in the parieto–occipital region and, to a smaller extent, in the occipital areas. The two subclusters differ both by their sites and current orientations, and suggest that the strongest activity...
occurs in the parieto–occipital sulcus with less activity in the calcarine sulcus. Even within these sub-clusters, several single sources with independent time behaviour might be active simultaneously, thereby supporting previous studies that suggest a multitude of distinct sources for the electric and magnetic alpha oscillations. The observed dominance of the parieto–occipital magnetic activity seems to contrast with the animal data, which emphasize the role of the visual projection cortex in the generation of alpha activity. We assume that either the human calcarine region produces considerably less alpha-range activity than the parieto–occipital sulcus region, or the opposite orientations of source currents in the walls of calcarine fissures result in cancellation of the external magnetic field. The present data do not allow a distinction between these two possibilities.

The level of the posterior 10 Hz alpha rhythm decreases during and after visual stimulation. Whereas stimulus-locked elicited responses typically concentrate within a time window of 0.5 s, cortical rhythms are modulated over periods of a few seconds. In addition to the physical features of the stimuli, the reactivity also depends on the subject’s performance and effort. For example, the phasic alpha suppression during passive viewing of pictures is intensified considerably when the subject is asked to name the pictures, either silently or aloud.

Interestingly, changes very similar to those elicited by visual stimuli can also be produced by visual imagery. Figure 3 shows changes of the 10 Hz alpha rhythm during a visual letter-imagery task when the subject kept her eyes closed; the suppression reached its maximum within 1 s after the auditory presentation of a letter that the subject was to view in her mind’s eye. The suppression was strong also when the subject subsequently inspected the mental image to answer a probe question about its visual properties. In this type of experiment, the inter-individual variability is large, both in the brain’s reactivity and in the subject’s capability to form mental images.

These results suggest strong involvement of non-primary visual areas in the vicinity of the parieto–occipital sulcus in generation and inspection of mental images.
images. The involvement of this brain region agrees with data from a recent study using positron emission tomography that shows activation of the mesial parietal cortex (precuneus) in association with memory-related imagery. The reactivity of this area during visual imagery might reflect the close connections of the posterior parietal cortex to the prefrontal cortex, which houses the neuronal machinery necessary for working memory.

It is worth mentioning that in previous MEG studies the region of the posterior parietal cortex close to the midline, which produces the prominent magnetic alpha activity, has shown strong activation after various visual stimuli and in association with voluntary eye blinks and saccades. Anatomically, this area could be the human homologue of the monkey V6/6A region, influenced by, for example, saccades and eye position, and hypothesized to be related to spatial coding of extrapersonal visual space and to visuomotor integration.

Segregation of the 10 Hz and 20 Hz somatomotor rhythms

The well-known 'comb-like' shape of the somatomotor mu rhythm implies that the rhythm consists of two or three frequency components with a nearly harmonic relationship. The dominant magnetic components near 10 Hz and 20 Hz (cf. Fig. 1) can occur either separately or simultaneously, suggesting that the 20 Hz activity can be phase-locked to the 10 Hz rhythm at certain moments (and thus probably arise from the same neural generator) but stay totally independent at some other moments of time. Both frequency bands react with a rebound to the offset of a brisk movement, but the rebound is about 0.3 s faster and much stronger for the 20 Hz than for the 10 Hz signals; a similar trend was evident in previous EEG data.

The human magnetic mu rhythm observed during rest originates close to the primary somatosensory cortex for the hand. This localization might be related to the large representation of the hand, especially the thumb, in the somatosensory homunculus, reflecting the importance of the hand in human behaviour. Interestingly, the sources of the 20 Hz component cluster anterior to those of the 10 Hz component with respect to the course of the central sulcus, suggesting that they receive contribution from the precentral motor cortex. Similar segregation has been observed previously in direct recordings from the human cortex and is also evident in cats and monkeys.

The observed differences naturally raise the question whether the 10 Hz and 20 Hz rhythms might be differently related to body movements. This was studied recently in eight healthy subjects by identifying source locations during the rebounds after movements. For 10 Hz rhythms, the sources clustered close to the hand region, extending well into the postcentral cortex, regardless of the body part moved. By contrast, the sources of the 20 Hz rhythms followed the somatotopic organization of the body parts along the precentral gyrus, shifting from the most medial position for foot movements via the hand area to the most lateral location for mouth movements (Fig. 4). The dissociation of source locations, as well as the different timing and strength of the rebounds, suggest strongly that the two frequency components of the somatomotor rhythms are related to separate functional networks.
component is also modified when the subject imagines exploratory finger movements\textsuperscript{11}, indicating involvement of the primary motor cortex in motor imagery.

**Hemispheric balance of somatomotor reactivity**

Cortical signals associated with unilateral movements imply bilateral involvement of the somatomotor cortex. The bilaterality is particularly evident in the modulation of cortical rhythms, illustrated in Fig. 5 for unimanual finger movements\textsuperscript{47}. Movement-related changes in the level of spontaneous activity occurred in both hemispheres but were strongest contralaterally, particularly at frequencies above 14 Hz. The 10 Hz activity had already started to dampen 2 s before the movement. In the higher-frequency bands the suppression was relatively smaller but the movement was followed by a strong rebound of activity above the pre-movement baseline. The timescale of the pre-movement suppression resembles the behaviour of the premovement slow shifts (bereitschaftspotential, readiness field).

**Functional significance of cortical rhythms**

The available hypotheses for the role of cortical macroscopic oscillations include epiphenomena, with no functional significance, and idling, which would allow the system to start more rapidly than by cold start\textsuperscript{48}. In agreement with the latter interpretation, the parieto–occipital and Rolandic rhythms are strongest when the modality-specific sensory input (or motor output) is minimal or monotonous. In the visual system this happens when the eyes are closed or when one looks at a homogeneous scene for a long time, and occurs in the somatosensory and motor systems when the limbs are at rest. Strong transient increases, ‘rebounds’, in the abundance of cortical rhythms typically occur immediately after suppression, for example after a long visual stimulus or after a voluntary movement.

Recent data suggest that cortical rhythms might also have a role in the co-ordination of neural activity between the central and peripheral nervous systems. For example, Conway et al.\textsuperscript{49} found a close coupling between 13–35 Hz rhythmic MEG signals from the motor cortex and the (rectified) electromyogram from the interosseous muscle during sustained contraction. They related the finding to the previously observed\textsuperscript{50} synchronization of motor units in the hand muscles at frequencies of 16–32 Hz and hypothesized involvement of cortical neurones in the generation of motor-unit synchronization. Along similar lines, 8–10 Hz discontinuities of slow finger movements have been suggested previously to be due to rhythmic descending control of the motoneurone pool through corticospinal neurones\textsuperscript{51}.

Salenius et al.\textsuperscript{52} recently found an increase in the level of the 40 Hz Rolandic MEG activity during and after slow index finger movements in a subject with unusually prominent 40 Hz EEG activity. The reactive 40 Hz rhythm originated in the motor cortex and showed tight phase-coupling to the electromyographic signal from the moving muscle, with a time difference of 20 ms. It thus seems evident that somatomotor cortical rhythms might, in some conditions, control the timing of the spinal motoneurone pool; the frequency range of optimal control appears highly individual. A recent MEG study on parkinsonian patients reported a strong coherence, at the frequency of resting tremor, between oscillatory activity in primary motor and somatomotor cortices and muscle activity\textsuperscript{53}.

Influence of periodic activity of the peripheral sensor or effector organs, or both, on central rhythmicity has also been observed in the visual system: some of the synchronized gamma-band oscillations in cat lateral geniculate nucleus seem to reflect retinal oscillations directly (independently of the visual input)\textsuperscript{54}.

Periodic input to a cortical cell can modulate properties of the cell membrane so that, functionally, the cell increases and decreases in length, in phase with the driving rhythm\textsuperscript{55}. In other words, the effectiveness of dendritic synapses in modifying the output of the
cell might vary in a phase-locked manner with the rhythmic background activity. Cortical rhythms could thus be associated with periodic facilitation of impulse transfer and synaptic strengths, phenomena potentially useful for refinement of synaptic connections during development and learning. Indeed, the coherent 25–35 Hz oscillations in the sensorimotor cortex of awake behaving monkeys have been suggested to facilitate interactions between neurons during exploratory and manipulative movements. In a similar way, the observed rhythmic modulation in the temporal lobe of awake behaving monkeys could promote temporal association of different neuronal populations into functional units controlling accurate limb movements. The higher-frequency (40–80 Hz) cortical oscillations have been proposed repeatedly to have a role for temporal discrimination and object segmentation. McCulloch hypothesized, 50 years ago, that the alpha rhythm might determine the recorded macroscopic signal that reflects the gross activity of a cell population. Later advocated a similar role for 40 Hz oscillations, assuming that the 40 Hz rhythms originate in thalamus and then project to various cortical regions. Temporal variations of magnetic-field patterns were considered to indicate that a rapid scanning of the brain takes place from front to back, and forms the basis for ‘unitary perceptual entities’, constructed from the multitude of details of the perceived world. The experimental evidence for this fascinating hypothesis is still controversial.

Concluding remarks

A surprisingly small number of synchronized cells might determine the recorded macroscopic signal that reflects the gross activity of a cell population. Macroscopic cortical rhythms therefore probably arise in areas with the most synchronous signal transfer. It is worth emphasizing that changes in the synchronization of a neuronal population can occur without significant changes in the mean neuronal firing rates, and thus without changes of blood flow and metabolism. This means that modulation of neuronal synchrony, although potentially of high importance for local information processing, might remain undetected in positron emission tomography and functional magnetic resonance imaging.

In basic neuroscience, studies of brain rhythms are experiencing a renaissance after decades of neglect. Although animal experiments continue to be the main source of information about the significance and neural basis of cortical oscillations, brain rhythms of conscious human beings are gaining increasing interest. With the new whole-scalp neuromagnetometers, the reactivity and dynamics of these rhythms can now be studied non-invasively and more accurately than previously, under a multitude of experimental conditions. Many previous experiments studying relationships between behavioral states and brain rhythms need reinterpretation when more information accumulates about the sites of origin and generation mechanisms of the rhythmic signals. Studies of cortical rhythms and their modulation by tasks and external stimuli have opened a promising route to further understanding of the function of the human brain. Is Hans Berger’s dream of brain rhythms unveiling the neural basis of psychic phenomena finally becoming true?
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Zoophysiology: Nervous System Regeneration in the Invertebrates


This monograph is an excellent and long-overdue summary of calyceal and axonal regeneration of neurons in many invertebrate phyla (Cnidaria, Ctenophora, Platyhelminthes, Nemertea, Nematoda, Annelida, Arthropoda and Mollusca). The monograph provides a rather nice balance between an encyclopedic description of regenerative capabilities in different phyla (Chapter 2) and general descriptions of important processes in nerve regeneration (Chapter 3). It includes the early responses to neuronal injury, Chapter 4. Pathfinding by the growth cone is an efficient and selective guide. This monograph is particularly valuable in the autonomic nervous system (ANS) as it is currently taught to students, and even residents in neurology, as a means for patients and could not contribute to the coffers of medical schools. The clinical examination of the nervous system is as it was taught to students, and even residents in neurology, did not include the ANS. Dysfunction of the ANS was deemed to rare that it was not considered a useful precaution for practicing doctors; its disorders (when they were even recognized) were ignored.

George D. Bittner
Dept of Zoology, The University of Texas, Austin, TX 78712-1064, USA.

Primer on the Autonomic Nervous System

edited by David Robertson, Philip A. Low and Ronald J. Polinsky. Academic Press. 1996. HB $39.95; PB $29.95 (vi + 243 pages) ISBN 0 12 597950 X; PB 0 12 597951 8

When King George III confronted the historian Gibbon, who had just compiled yet another book, he remarked "Scribble, scribble, oh, Mr Gibbon! Another fat book, eh, Mr Gibbon!" What right do authors and editors have to add continuously to the already gigantic piles of published books, most of them destined to pass into oblivion without seeing an update or revision? Might these be attempts by editors and auditors to make those books without first asking permission to enter? But publishers do not put out books just for fun; their acquisition editors seek new topics and willing editors or authors because they recognize a new niche in the market, and a new opportunity for profit.

The autonomic nervous system (ANS) has only just become a marketable commodity. Twenty years ago it was the province of anatomists, pharmacologists, physiologists, and other basic scientists who did not see patients and could not contribute to the coffers of medical schools. The clinical examination of the nervous system as it was taught to students, and even residents in neurology, did not include the ANS. Dysfunction of the ANS was deemed to rare that it was not considered a useful precaution for practicing doctors; its disorders (when they were even recognized) were ignored.
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